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How does group membership framing affect the feedback students provide learners? This paper presents 
two between-subjects experiments that investigate the effect of Ingroup/Outgroup membership on effort 
spent in peer evaluations, and whether the group membership criterion affects quality and stringency of 
evaluation. Two peer-review assignments were implemented in two separate classes. In the first study, 
students were nominally grouped by location they sat in class and non-nominally grouped by current class 
score; each was asked to review an Ingroup and Outgroup peer assignment. A second study randomly 
assigned students to one of four group types (random, score, motivation, and location); students reviewed 
two Ingroup assignments. In both studies, score-grouped students graded their peers more stringently than 
students grouped by location. These studies illustrate for system designers the impacts of group framing – 
and the disclosure of that—in peer review tasks.  
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1 INTRODUCTION 

Many classes—especially online--implement peer review to make open-ended assignments 
practical when the number of students outstrips the available grading labor from the teaching 
staff [17]. Peer feedback offers many benefits to learners: from providing exposure to new 
problems to instigating social interaction, which may lead to new understanding. However, the 
quality of peer review can be uneven [7,16,18], given the wide range of learner backgrounds, 
knowledge bases, and experience giving feedback. Attempts to standardize high quality 
feedback and scaffold the feedback experience have focused on framing task goals [17]and 
speeding [19].  
      In an online learning environment, the lack of physical connection and potential for 
anonymous submission creates social distance between peers [18]. Quality of peer review thus 
suffers due to a lack of intrinsic motivation and social accountability [28]. 
     Being accountable improves feedback quality. When peer reviewers know that they are 
being evaluated, the quality of peer review improves [23]. However, evaluating the reviewers 
involves further expenditure of resources. Revealing identities of reviewers can cause reviewers 
to be influenced by fear of reprisal or a desire to please which has both beneficial and 
detrimental outcomes; the quality of assessment is not necessarily better [39]. 
 
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee 
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full 
citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. 
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior 
specific permission and/or a fee. Request permissions from Permissions@acm.org.  
2573-0142/2018/November – ART45 $15.00 
Copyright is held by the owner/author(s). Publication rights licensed to ACM.    https://doi.org/10.1145/3274314 

45 

https://doi.org/10.1145/3274314


45:2  C. Durkin et al. 
 

Proceedings of the ACM on Human-Computer Interaction, Vol. 2, No. CSCW, Article 45, Publication date: November 2018. 

     Like any collaborative working environment, successful peer review benefits from social 
closeness. One must be motivated, either intrinsically or extrinsically, to spend time reviewing 
someone else’s work, and also trust that they will get quality feedback on their own work [23]. 
Social accountability is a type of extrinsic motivation. We investigate techniques for decreasing 
perceived social distance that intrinsically motivate reviewers. 

1.1  Decreasing Social Distance Online 

Increasing awareness of another’s presence, whether visually or semantically, can foster a 
feeling of community online. Manipulating onscreen visual presence [12], sharing information 
about features of interpersonal similarity [36], and presenting information about group 
activities and group-based competition [29] all increase the commitment to their respective 
online communities.  
We investigate whether forming similarity-based Ingroups decreases social distance and 
increases quality. Lightweight groups are extremely easy to implement, making this an 
attractive option if it is effective. Based on prior work [37], we hypothesized that grouping by a 
feature of similarity would elicit an Ingroup effect of increased commitment to helping another 
student. What type of features of similarity might enhance this effect? Could groups be 
arbitrarily assigned and still elicit an Ingroup effect [34], or do groups need some meaning? 
Does an Ingroup effect still occur without a salient Outgroup?  

1.2  Minimal Group Paradigm 

Psychological research on social distance finds that people allocate more resources to others 
who they perceive to have something in common with themselves, even when the commonality 
is arbitrary [34]. In a seminal study on intergroup behavior, Tajfel and colleagues asked subjects 
to complete a computerized task, estimating the number of dots on a screen. The subjects were 
then artificially grouped into two performance types: “over-estimators” and “under-estimators.” 
Subjects were given a list of participants who performed similarly on the same task (without 
any other information) as well as a list of those who performed differently on the task from the 
participant. When asked to allocate money to participants in both groups, subjects allocated 
significantly more resources to participants in the group that had performed similarly on the 
task. In a control condition, where participants were not told anything about performance, 
money was more equitably allocated. Tajfel and colleagues performed a similar manipulation of 
groups—this time with nominal divisions by taste. Subjects divided people into groups based on 
preference for the artist Wassily Kandinsky or the artist Paul Klee allocated more resources to 
those in their taste Ingroup [4]. 
Since Tajfel’s pioneering work, group paradigms have continued to be used in Social Identity 
Theory, reiterating that people tend to favor their own group when given a salient “other” 
group [1]. Even trivial connections can create a sense of belongingness and increase motivation 
in group work [29,32,34]. People evaluate those in their group more positively, reward those in 
their group more generously, and work to accomplish Ingroup goals more diligently [11,31,32]. 

1.3 Motivating Peer Assessment with Minimal Groups  

Since nominal group identity can increase resource allocation, might it increase the quality of 
peer reviews? We performed two studies that sought to decrease this social distance by 
implementing nominal and grouping strategies in student peer review assignments. Our first 
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study asked: Do nominal groups, consequential groups, or both increase quality and effort in 
reciprocal social computing tasks like peer review? Our second study asked: Can we elicit an 
Ingroup effect without the presence of a salient Outgroup? 
     Adopting methods from minimal group theory, our first experiment grouped people together 
by different features—a non-meaningful feature (seating Location in the classroom) and a task-
relevant feature (current course performance), and measured effort spent and quality of peer 
review. If minimal group theory applies to peer review, we would expect to see more effort 
allocated to the Ingroup in both conditions, even though the location condition grouping feature 
was meaningless. However, results from the first study found no Ingroup/Outgroup differences 
in the Location Condition,  and actually biases against Ingroup reviews in the Score Condition. 
Students grouped by Score spent less effort on peer review compared to students grouped by 
Location, and graded their peers lower.  
We then surmised that Location can be a factor in social closeness [3,24], and thus may not 
have been a nominal (meaningless) group.  In fact, the Outgroup could have elicited feelings of 
social closeness by drawing attention to a shared physical location (even the Outgroup students 
still sat in the same classroom).  In order to control for this, we performed a second study, 
which included a control group.  In the second study, we investigated whether knowledge of 
Location increased effort or knowledge of Score decreased effort, and whether the reverse- 
Ingroup effect of Score remains without an Outgroup. Our results showed that grouping students 
by Score did not significantly affect effort spent on peer review when no Outgroup is present. 
However, Score grouping still negatively biased peer grades, even absent an Outgroup. Our 
results indicate that students become more competitive with those who have a similar score in 
the class, and thus grade those peers harsher and allocate less effort toward helping those 
students. Over two studies, in which we grouped by Location, Score, and used an extrinsically 
motivational script, Score was the only grouping that affected effort spent and grading on 
review.  

2.  EXPERIMENT 1: DO MINIMAL GROUPS MOTIVATE PEER REVIEW? 

The first study applied Ingroup/Outgroup theory to peer review to find out if artificially created 
groups affect quality and time dedicated to peer review. In addition, we tested whether the 
group-defining feature mattered in creating an Ingroup/Outgroup effect. We tested two different 
groups—one based on score and one based on classroom seating location. Score grouping—
inspired by Tajfel’s original study--highlights mental similarities or dissimilarities; location 
grouping does not—and thus should not bias ideas about performance.  We investigated 
whether students allocate more time and effort to reviewing Ingroup submissions—in both the 
Location and Score conditions. 
     Knowledge of a peer’s score affects both the reviewer and the author. Perception of an 
author’s score can negatively affect a peer’s motivation to do well on their own tasks—as 
reviewing peers with higher levels of performance can discourage students. In a study where 
students in an online course were asked to review peers’ work, a large proportion of those 
exposed to exemplary examples quit the course [29]. Given that perception of score may be a 
powerful factor in perception of peers, we chose it as a non-nominal group, and divided 
students using a median split of their current score in the class. We hypothesized that students 
would allocate more resources to the reviews from their same score group. 
The second grouping type was based on seating location in the classroom. Seating location in 
the classroom was chosen as a nominal(minimal) group, as seating location should not bias 
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perception of peer’s intellectual work. Ingroup bias in the Location Condition would thus 
suggest that Minimal Group Theory (grouping based on arbitrary differences, such as color) can 
be applied to peer review.   
     We hypothesized that students would allocate more resources to the Ingroup in both 
conditions, and the Ingroup effect would be stronger for the meaningful group—the Score 
Condition.  

2.1 Hypotheses  

1. A main effect of Review Type, such that students would spend more effort on Ingroup than 
Outgroup submissions. 

2. No main effect of Condition: Students from Location Condition and Score Condition will 
spend the same amount of effort giving feedback on submissions. 

3. An interaction between Condition and Review Type, such that difference between  Ingroup     
and Outgroup will be smaller in the Location Condition than in the Score Condition. 

3 METHODS 

3.1 Participants 

Participants were 101 college students (ages 18-22) enrolled in an “Introduction to Psychological 
Methods” course at a western US research university. All subjects were recruited voluntarily by 
class announcement. Recruitment and testing of subjects was approved by the university’s 
institutional review board.  

3.2 Procedure 

Subjects were told in class (four weeks prior to the due date of their final assignment) that they 
could volunteer to participate in a peer-review exercise—where they would review two peers’ 
drafts of their final paper, and in exchange have two peers review a draft of their final paper.  
The final paper consisted of a five-page proposal for an experiment, comprising Introduction, 
Methods, Results, and Discussion sections. Students were randomly assigned to one of two 
conditions: Score (N = 49) or Location (N = 52). Upon turning in their drafts, the students in the 
Location Condition were asked to self-identify which side of the class they usually sit on (left or 
right), and the students in the Score Condition were asked to provide their current score in the 
class, which could be easily looked up on the course website. They then reviewed two 
submissions before they received feedback on their own submission.  
 
3.2.1 Submission and Distribution of Drafts.  Students submitted their paper draft via Google 
Forms, and in return were emailed links to an Ingroup and an Outgroup submission, as well as a 
link to a rubric for evaluating them. The only information reviewers were given about peer 
submissions was their participant number and whether the submission was In- or Out-group. 
The order of In- and Out-group submissions was counterbalanced. 
     Students in the Location Condition reviewed an Ingroup submission from a peer who usually 
sits on the same side of the class, and an Outgroup submission from a peer on the other side. 
The email labeled each link as “a submission from someone who sits on the same (or other) side 
of the room as you.” 
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3.2.2 Distribution, Completion, and Evaluation of Rubrics.  Students received an email 
containing links to two copies of the rubric in Google Forms. The rubric consisted of 11 yes/no 
questions in three sections: the introduction, methods, and discussion sections of the students’ 
project proposals. After each section, room for optional comments on that section was provided. 
To draw attention to grouping, the rubric first asked whether or not the author was Ingroup or 
Outgroup. The rubric also asked whether the review was completed first or second, to control 
for fatigue caused by order of review (Figure 1). Students had three days to review submissions. 
Reviews were then sent back to the submitters. The authors rated the review quality on a scale 
of one to five stars.   

3.3 Measures 

3.3.1 Quantitative Variables: Time Spent and Review Length.  Two quantitative variables 
measured outcome: time spent on review, and total number of characters in the optional 
comments. We normalized the time-spent data by log transforming the number of seconds that 
were spent on each review. However, time-spent data can be a noisy signal [6]. To account for 
students potentially walking away from their computer while completing the review, we 
excluded times that were three standard deviations above the mean. 
     We chose Review Length as a second quantitative measure of resource allocation.  Because 
our data was non-normal, we modeled Character Count with a Poisson distribution, specifying a 
log-link. This distribution is commonly used with count data, and appropriate when a large 
number of responses are zero [35].  
3.3.2 Qualitative Variables: Coding of Comments.  Effort was qualitatively measured by the 
frequency of three coded comments types: “I like” (complement), “I wish” (critique), and “Here’s 
How” (suggestion) [16,26].  “I like” comments consisted of positive remarks on the paper. “I 
wish” comments critiqued the paper, without offering a solution. “Here’s how” comments 

 

 

 
 
 
 

 
 

Figure 1. Left: Rubric given to subjects in the 
Location Condition. Top right: Email sent to 
students in the Score Condition. Bottom right: 
Email sent to students in the location condition. 
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offered an alternative. “Here’s how” comments represent the highest level of effort allocated by 
the reviewer because the reviewer must go beyond commenting and add their own 
contribution. Comments were coded separately by two independent reviewers and the average 
was used for analysis.  
3.3.3 Other Measures.  Reviewing harshness was measured by the score assigned to the 
submissions (how many rubric items were graded “yes,” out of 11 rubric items), and perception 
of review was measured by authors’ ratings (out of 5 stars) of the review they received. 
3.3.4 Hypotheses for measures.  We hypothesized that subjects who were Ingroup would 
spend more time and write more in both conditions, indicating higher effort allocation.  
     We planned to use the coding of comments to gain a more detailed sense of the attitudes that 
drove effort allocation, although our hypotheses were mainly exploratory and intended to guide 
future studies. We hypothesized that being in the same location would create a cooperative 
mindset, and thus subjects may include more “I like” comments to people in their group. 
Additionally, Score may elicit a competitive mindset—and thus students in the Score Condition 
might not be as helpful to those who need it. If this were the case, they would give more 
unsubstantiated negative feedback (more “I wish”, fewer “Here’s how”) than students in the 
Location Condition. 

3.4 Data Analysis: Overall Model  

Our analysis used a Generalized Linear Mixed Model because it is beneficial for analyzing data 
with repeated measures and potentially large individual differences [14]. The GLMM framework 
comprises fixed effects (predictors and factors), and random effects (slope and intercept of each 
subject). While the fixed effects represent the explanatory variables responsible for systematic 
variation in responses, the random effects allow the differences between individuals to be 
assessed [22]. The GLMM was executed by the linear modeling package lme4 made for the 
programming language R [2]. 
     Our model analyzed the main effects and interaction of both Condition (Location vs. Score) 
and Review Type (Ingroup/Outgroup) on six outcome variables. Our main quantitative outcome 
variables were Time Spent (in seconds) and Review Length (in characters). We ran the same 
model on score on submission, rating of feedback and number of coded comments--I like, I wish, 
and Here’s how, separately.  
     Also included in the model were the variables that we wished to control for. The following 
were included as factors (controls): Reviewer Score (reviewer’s current class score), Author 
Score (author’s current class score), location of seat in the classroom (right or left side) Order of 
Review (whether or not the submission was reviewed first or second), and Submission Score 
(how many rubric items out of 11 were marked correct). As random effects, we had intercepts 
for subjects and items, as well as by-subject and by-item random slopes for the effects of 
Condition and Review Type. We first included the interaction of Condition and Review Type in 
every model and removed them from the model when they did not show significance [14,15]. 

Table 1 provides a summary of the significant and non-significant effects found.  Included in 
the table are three coefficients from the GLMM output—b, SE, and the P-value. B is the point 
estimate—estimating the change in the dependent variable for every unit-change in the 
independent variable. B can be likened to a difference in means of the variable. SE represents 
the standard deviation of the point estimate, an indicator of precision/certainty about the 
estimate. The P-value reflects whether or not the point estimate has been calculated precisely 
enough to distinguish it from zero [14].   
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Table 1. Summary of Predictors and Factors for Quantitative and Qualitative Measurements in 
Experiment 1 

4 RESULTS 

We analyzed whether Ingroup/Outgroup student in the Location and Score conditions spent 
more time and wrote more on their reviews. In summary, students in the Location Condition 
spent more time and wrote longer reviews than students in the Score Condition. Contrary to 
our hypotheses, Ingroup students spent the same amount of time on reviews as Outgroup 
students, and Ingroup students actually wrote less than Outgroup students, when grouped by 
Score.   

4.1 Time Spent 

4.1.1 Main effect: students grouped by Score spend less time on reviews.  We performed a 
GLMM on the Time Spent (in seconds) on reviews (M =1125, SD =1329), including Condition 
and Review Type as predictors while controlling for Reviewer Grade, Author Grade, Order of 
Review and Score on Submission. Condition showed a significant effect on Time Spent (b=−.154, 
SE=.078, p<.05), such that students who were grouped by score spent an average of 15% fewer 
seconds reviewing their peers [38] than did students who were grouped by location (Figure 2), 
all other factors remaining constant. Review Type did not predict time spent on review (b=−
.011, SE=.030, p=.712), and there was no significant interaction between Condition and Review 
Type (b=−.022, SE=.059, p=.711).  

4.1.2 Other predictors of Time Spent.  Reviewer Grade in the class (b=.002, SE=.006, p=.699), 
Author Grade in the class (b=.003, SE=.004, p=.418), Order of Review (b=.020, SE=.035, p=.561), 
and Score on Submission (b=−.013, SE=.011, p=.239), were not predictors of Time Spent on 
review. 
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4.2 Review Length 

4.2.1 Main effect: Students grouped by Score write less on Ingroup reviews.  We performed a 
similar GLMM on the length (in characters) of each review (M = 581, SD = 385). Again we 
included Condition and Review Type as our independent variables, while controlling for 
Reviewer Grade, Author Grade, Order of Review and Score on Submission.  
     Condition had a significant effect on Review Length (b=−.734, SE=.344, p<.05), such that 
students in the Location Condition wrote longer reviews (Figure 3). Review Type also had a 
significant effect on total characters used (b= −.074, SE=.011, p<.001), but only in the Score 
Condition. This is characterized by an interaction between the two main effects, such that 
within the Score Condition, Ingroup students wrote significantly less on reviews than Outgroup 
students (b=.243, SE=.036, p<.001), all other factors remaining constant (Figure 3).  

    

Figure 2. Students in the Score Condition spend less time on reviews than students in the Location 
Condition (measured in seconds) 

                 

Figure 3. When grouped by Course Score, Ingroup students wrote shorter reviews than Outgroup students. 
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4.2.2 Other predictors of Review Length.  Grade on Submission was also a significant predictor 
of Review Length, such that highly graded submissions (submissions with a higher number of 
rubric items marked correct) get less feedback than lowly graded submissions (b=−.026, SE=.011, 
p<.05). Order of Review was also a significant predictor of Review Length, such that reviews 
that were completed first were longer (b=.224, SE=.022, p<.001. Neither Reviewer Grade in the 
class (b=.011, SE=.026, p=.668), nor Author Grade(b=−.008, SE=.010, p=.398), in the class was a 
significant predictor of Review Length. See Supplementary Figure 4.  

4.2.3 Control Analysis for Review Length.  We considered, and then ruled out, the possibility 
that the effect of Review Type on Review Length was due to the experimental design of the 
Score Condition. The Score Condition was divided such that, for Ingroup students, weaker 
students would grade weaker students and stronger students would grade stronger students, 
while for Outgroup students, stronger students would grade weaker students and weaker 
students would grade stronger students. Because there may have been systematic differences in 
the review length of stronger students and weaker students, and in stronger reviews and 
weaker reviews [26], we could have expected differences in amount of feedback written for 
Ingroup students than Outgroup. 

     To understand whether or not this effect was due to the division of student ability in the 
Score Condition, we divided students in the Location Condition by the same low and high score 
criteria that was used to divide the students in the Score Condition. We then compared when 
stronger students graded stronger students and weaker students graded weaker students (as in 
the Ingroup Score Condition) to when stronger students graded weaker students and weaker 
students graded stronger students (as in the Outgroup Score Condition). We did not find the 
same result that we found in the Score Condition—namely, that Ingroup students wrote less on 
reviews. This suggests that the experimental design of the Score Condition was not the 
contributor to the effect (Figure 4). 

4.3 Qualitative Analysis: Coded Comments 

To gain a more nuanced understanding of effort spent, we coded the optional comments into three 

                                             

Figure 4. Students in the Location Condition grouped by score do not show an Ingroup/Outgroup effect 
on Review Length 
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categories—complimentary (“I like”), critical (“I wish”) and suggestive (“Here’s how”).  We did not 
find any main effects of Condition or Review Type on comments, however we found that 
factors such as grade in the class predicted types of comments.   
 
4.3.1 No main effects on complements, critiques, or suggestions.  Neither Condition (b=-227, 
SE=.221, p=.296), nor Review Type (b=−.14, SE=.12, p=.231),  significantly affected the total 

number of  complementary (“I like…”) comments (M = 1.14, SD = 1.27). Neither Condition (b=−

.129, SE=.297, p=.664), nor Review Type (b=.115, SE=.156, p=.466), had a significant effect on 

number of critical (“I wish”) comments (M = 2.49, SD = 1.65). Finally, Neither Condition (b=−
.037, SE=.233, p=.872),  nor Review Type (b=.110, SE=.126, p=.386),  was significantly predictive 
of how many high quality suggestions (“Here’s how…”) a reviewer included in their review (M 
= .93, SD = 1.32).   

4.3.2 Better students give more suggestions.  Reviewer Grade, Author Grade and Order of 
Review all predicted number of high quality suggestions in Study 1. Reviewers who had a 
higher current grade in the class were more likely to give high quality suggestions (here’s how) 
in their reviews (b=.055, SE=.017, p<.01). Authors with a lower current grade in the class were 
more likely to receive more high quality suggestions than authors with a high current score in 
the class (b=−.033, SE=.014, p<.01). Unsurprisingly, students were more likely to include high 
quality suggestions if the review was completed first (b=.354, SE=.140, p<.05).  

4.3.3 Better students give fewer complements.  Reviewer Grade in the class was also a 
significant predictor of amount of positive feedback, as reviewers with a higher grade in the 
class wrote significantly fewer complementary comments (b= − .049, SE=.017, p<.001). 
Submission grade was a significant predictor, such that higher graded submissions received 
more positive feedback (b=.143, SE=.036, p<.001). 

4.3.4 Better students give more critique, and better submissions get less critique. Reviewer Score 
in the class and Author Score in the class were significant predictors of peer critique. Reviewers 
with a higher current grade in the class critiqued more often (b=.069, SE=.022, p<.01), and 
authors with higher-scoring submissions received fewer “I wish” comments (b= −.17, SE=.05, 
p<.001).  

4.4 Score on Submission 

4.4.1 Main effect: Students grouped by Score give lower grades. To understand biases in 
grading, we modeled predictors of the total score assigned to the submissions, or number of 
rubric items out of 11 marked correct (M = 8.09, SD = 2.22). Condition was a significant 
predictor of assigned score (Figure 5), as students grouped by location gave one another 
significantly higher scores than students grouped by score in the class (b = -1.138, SE = .435, p ≈ 
.010). Again, no significant In/Outgroup difference was found (b = −.080, SE = .287, p = .781).  
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4.4.2 Better students give lower grades. The current grade in the class of the reviewer was also 
a predictor of assigned score on submission, such that reviewers with higher grades in the class 
gave lower scores (b = −.052, SE = .022, p < .05). The current score of the author was also a 
significant predictor of score on submission, such that students with a higher current grade in 
the class were given higher scores on the submission (b = .073, SE = .030, p < .05).  

4.5 Perception of Reviews 

4.5.1 Main effect: Students grouped by Score rate quality of reviews lower.  After the reviews 
were returned to the original authors, the authors were asked to rate the quality of the review 
on a scale from 1 to 5 stars (M = 4.29, SD = 1.0). Condition (Figure 6) was a significant predictor 
of review ratings, such that students in the Score Condition rated the quality of their reviews 

 

Figure 5. Students grouped by Location assigned one another higher scores than students grouped by 
Score. 

 
 

Figure 6. Students grouped by Score rated the quality of reviews lower 
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significantly lower than did those in the Location Condition (b=−.439, SE=.172, p<.05). There 
was no significant effect of Review Type on Review Rating (b=−.161, SE=.102, p=.122). 
4.5.2 Other effects.  Students with a higher current course grade rated the quality of the 
review they received lower (b=−.024, SE=.012, p<.05).  

5 CONCLUSION: STUDY 1 

In Study 1, students in the Location Condition spent more time and wrote longer reviews than 
students in the Score Condition. Contrary to our hypotheses, Ingroup students spent the same 
amount of time on reviews as Outgroup students, and Ingroup students actually wrote less than 
Outgroup students. This effect was driven by an interaction between Condition and Review 
Type, such that Ingroup students in the Score Condition (but not the Location Condition) wrote 
less than Outgroup students. Condition also had a significant effect on peer grading, such that 
students in the Score Condition graded their peers lower than students in the Location 
Condition. We found no effects of Condition or Review Type on total amount of positive, 
negative, or constructive types of comments.  Students in the Location Condition also rated the 
quality of reviews significantly higher than those in the Score Condition, suggesting that the 
students grouped by score were less satisfied with the quality of the reviews. 
     We hypothesized that students in the same group would spend more effort on Ingroup peer 
reviews, regardless of whether they were divided by Score or Location in the class. Location did 
not induce an Ingroup effect, and Score induced the reverse of an Ingroup effect. Although there 
was no Ingroup/Outgroup effect in the Location Condition, students grouped by Location spent 
more effort on their reviews that students grouped by Score. This led us to wonder whether 
attention to shared location in space might have motivated an increase in effort spent. 
Alternatively, drawing attention to Score might have caused an environment of competition, 
which may have decreased resource allocation. To address these outstanding questions, we 
performed a second study.  

6 STUDY 2: WAS THE MINIMAL GROUP MINIMAL? 

The results from Study 1 left outstanding questions, which we addressed in Study 2. Firstly, 
since students in the Location Condition spent more effort on reviews than students in the 
Score Condition, was location a stimulant or was score a depressant? A large body of work 
suggests that perceived location may enhance group feeling [3].  Sharing details of locations 
through photos of others’ contexts increased resource allocation towards members of other 
groups [24]. It is possible that in our first study, drawing attention to shared location in space 
(the classroom) may have decreased social distance and caused the main effect of Condition. We 
tested this in the second study by adding a control group.  
     Secondly, was the reverse-Ingroup effect in the Score Condition dependent on the presence 
of a salient Outgroup? In the second study, students were only given essays from Ingroup 
authors, in order to assess whether or not a salient Outgroup was needed. Thirdly, a 
Motivational Condition was added, to assess whether or not group effects could be explicitly 
manipulated. This decision stems from prior research on successful motivational cues and 
belonging to a group. From research done on motivational effects of cues of working together 
[5,41,42], we hypothesized that this group would show an increase in effort spent on reviews. 
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6.1 Hypotheses Study 2 

1.  Students in the Location Condition would spend more effort on reviews than students in 
the Control Condition.  

 
2.  Students in the Score Condition would spend less effort on reviews than students in the        

Control  Condition. Students in the Motivational Condition would spend more effort on 
reviews than any other group.  

7 METHODS 

Study 2 implemented a Parallel Group Design with 4 conditions, 1 control condition and 3 
experimental conditions. Study 2’s methods paralleled Study 1, with the addition of two 
conditions—a Control Condition, in which students were told nothing about their peers, and a 
Motivational Condition, in which students were also told nothing, but read a script concerning 
the importance of their contribution to the group.  

7.1 Participants 

In an “Introduction to Ethnographic Methods in Psychology” course at a western US research 
university, 144 students (ages 18—22) took part in a voluntary peer review assignment of their 
final project, which required a design of an ethnographic experiment and a five-page written 
proposal.  

7.2   Procedure 

Subjects were randomly assigned to one of four conditions: Location (N = 37), Score (N = 36), 
Control (N = 33), and Motivational (N = 38). The performance of the students (their score in the 
class) was equally distributed between the four groups. Students in the Location Condition were 
told they were grouped by the location they usually sat in the class, students in the Score 
Condition were told that they were grouped by their performance in the class so far, students in 
the control group were not told anything about the authors they were evaluating, and students 
in the motivational condition all read a motivational script concerning the role of student peer 
assessment in overall group success (Figure 7). 
     As in Study 1, students submitted a first draft of their final project through Google Forms, 
along with the side of the class they usually sit in and their current score in the class. Each 
student was given two Ingroup submissions to review. This varied from Study 1, in which each 
student was given one Ingroup and one Outgroup submission to review.  We took this approach 
for two reasons. 1) Our main concern was to measure the difference between disclosing 
information about Location and disclosing information about Score, and 2) we wanted to 
understand whether the results would be affected if there was no Outgroup.  
     Students received links to two submissions to review, as well as copies of a rubric. The rubric 
was structured similarly to the rubric in Study 1, consisting of 11 yes/no questions and three 
comments sections. Its content was modified slightly to suit the ethnographic project proposal 
assignment. Students filled out the rubrics, which were then sent to the original authors, who 
rated the quality of the review from 1-5 stars. We measured differences in review quality by 
analyzing Review Length (in characters), types of comments made, and score given to the 
submissions. Due to a technical issue, Time Spent information is unavailable for Study 2.  
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8 RESULTS  

In Study 2, we sought to understand what drove the main effects of study 1--namely whether 
attention to Location was a motivator or attention to Score was a de-motivator, compared to a 
Control Group and Explicitly Motivated group. We also tested whether or not the Ingroup Score 
bias found in Study 1 was present sans Outgroup.  We found that without an Outgroup, there 
were no significant effects of Condition on Review Length, comment type, or Rating of Reviews. 
However, as in Study 1, students in the Score Condition graded their peers significantly lower 
than students in the other conditions.  This indicates that the Score Condition functioned as a 
de-motivator, possibly due to the creation of a competitive environment.  

8.1   Review Length 

8.1.1 Main effect: no effect of Condition on Review Length.  We performed a Linear Model 
measuring effects of group membership on Review Length, measured by character count (M = 
512, SD = 362).  Because each subject completed two Ingroup reviews, we used the average 
character count across both reviews for each subject.  This served to normalize the data, as well 
as allow the use of a simpler linear model. No significant differences were found in Review 
Length between subjects in the four conditions.  Compared to the Control condition, Location 

 

Table 2. Quantitative measurements of review quality: Condition was not a predictor of Review Length. 
Students in the Score condition graded their peers lower. Qualitative measurements of review quality: I like, 

I wish, and Here’s how are attributes of good feedback to assess review quality. There were no significant 
differences across conditions. Higher scored submissions received more I like feedback; Lower scored 

submissions received more I wish feedback.  

 

                                   

Figure 7. Rubric instructions for Motivation Condition 
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(b= -51.159, SE= 56.565, p=.367), Score (b= 50.533, SE= .57.524, p=.381), and Motivational (b= 
107.142, SE= .59.429, p=.073) Conditions did not show any significant differences in Review 
Length.  

8.2 Coded Comments 

8.2.1 No main effects: grouping feature does not affect feedback quality.  We performed three 
General Linear Mixed Models measuring effects of group feature on number of positive (I 
like…), negative (I wish…), and constructive (Here’s how…) pieces of feedback. Condition had 
no significant effect on number of positive (M = 1.33, SD = 1.18), negative (M = 3.04, SD = 1.72), 
or constructive (M = .54, SD = .99) comments. See Table 2. 
8.2.2 Better submissions received more complements and fewer critiques.  Score of submission 
predicted amount of positive and negative feedback, but not constructive feedback. Higher 
graded submissions received more I likes (b= .202, SE= .031, p< .001), and fewer I wishes (b= −
.202, SE= .053, p <.001).  Students with a higher grade in the class gave more I likes (b= .023, 
SE=.010, p <.05). 

 

Figure 8. (left) Students in the Score Condition graded peers lower than students in the other conditions. 
(right) Students in the Score Condition gave grades that more closely tracked the author’s course grade.  

8.3 Score on Submission 

8.3.1 Students in the Score Condition grade their peers lower.  Condition had a strong effect on 
Submission Score (M =7, SD = 2.5) (Figure 8). As in Study 1, students in the Score Condition 
graded their peers significantly lower than did students in the Control condition (b=-1.003, SE= 
.331, p< .01).  
8.3.2  Worse students got higher scores on submissions (except in the Score Condition).  Author 
Grade in the class also significantly predicted Score on Submission, such that better students got 
significantly lower scores on their submissions. Students in the Score Condition gave grades 
that more closely tracked the author’s current grade in the class. In other words, the Score 
Condition, peer-reviewed grades more closely reflected the teaching staff’s assessment of 
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current performance of the students overall. This last result will be elaborated on in the 
discussion.  

8.4 Perception of Reviews 

We performed a GLMM measuring the effects of Condition on Rating of Review (1-5 stars) (M = 
4.45, SD = .90).  We found no significant effects of Condition on review ratings.  

9 CONCLUSION: STUDY 2 

In Study 2, we found no significant effects of Condition on Review Length, feedback quality, or 
rating of reviews. As in Study 1, stronger students give more feedback and higher- graded 
submissions garner less feedback. Most significantly, as in Study 1, Condition was a strong 
predictor of assigned grades, with students in the Score Condition grading their peers 
significantly lower than students in the Control Condition. 

10 DISCUSSION 

Peer review, an important aspect of online learning, currently lacks the ability to motivate 
learners to spend time and cognitive effort grading their peers’ submissions. This is potentially 
detrimental because learners in online courses lack the cohesion and group feeling that comes 
with in- class learning.  This project investigated techniques for decreasing social distance 
between peers and intrinsically motivating learners to allocate effort to peer review.  
    According to recent research, social distance may be reduced through the formation of a 
common group identity that emphasized similarity [13]. For example, previous work on 
fostering commitment in online groups shows that simply having a team name, team logo, and 
shared team goal increased contribution to an online movie site [13].  
    In two peer review studies, we grouped students by Location and Score in the class, in the 
hopes of producing a bias toward allocation of resources to the Ingroup.  Instead, we found that 
grouping students by location in the classroom is not an effective way to decrease social 
distance, and disclosing score can negatively impact how much students help their peers with 
perceived similar scores.  

10.1 Explicit cues of group-ness did not affect effort 

Notably, the condition in which students read a motivational script about group membership 
did not affect effort spent or quality of reviews. From research done on motivational effects of 
cues of working together [5,39,41], one would expect this group to have shown an increase in 
effort spent on reviews. This finding suggests that explicit reminders of being part of a group do 
not create a sense of belonging any more than reminders of manufactured common group 
features do. 

10.2   Knowledge of Score is a complicated de-motivator 

The lower grades in the Score Condition in both studies suggest that thinking about others’ 
score in the class fosters a competitive environment in which students grade one another more 
harshly. While it could be argued that students in the Score Condition are critiquing their peers 
in order to be more helpful, evidence for the competitive environment argument stems from the 
relationship between grade and amount of feedback given in the comments sections. Although 
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students in the Score Condition graded their peers significantly lower, they did not give a 
higher amount of feedback in the comment sections to help clarify these low grades. 
     It is likely that the decrease in effort spent on Ingroup reviews in the Score Condition in 
Study 1 was due to this competitive environment created by the Score Condition, and suggests 
that students offer less help to potential competitors. Importantly, Study 2, which had students 
review two Ingroup reviews, did not show a significant effect. This suggests that the presence of 
an Outgroup is necessary for the negative effect of the Ingroup in the Score Condition. 

10.3   Advantages of a critical mindset 

Interestingly, we also found a negative relationship between Author Score and Grade on 
Submission. We looked into this, and found that every Condition except the Score Condition 
graded lower-ability students as high as, if not higher than, higher-ability students (Figure 8).  
This suggests that although students in the Score Condition did not help lower ability students 
any more than those in other conditions, knowledge of others’ score may invite a critical 
mindset, which decreases inflationary grading. In the other conditions, students did not give 
low grades, potentially because they were “too nice” to their fellow students.  In the Score 
Condition, peer-reviewed grades more closely reflected the teaching staff’s assessment of 
performance of the students overall, as measured by their current grade in the class.  (Figure 8). 
It is possible that a critical mindset might be helpful in certain circumstances, when honesty in 
feedback is important.  

10.4   Is the Location manipulation a nominal group?  

The Location grouping was meant as a nominal assignment, measuring any effect of forming 
groups that are neither meaningful nor related to the task.  We hypothesized that any 
Ingroup/Outgroup difference in response would indicate that minimal group theory applies to 
peer review. We found no Ingroup/Outgroup difference in the Location Condition, but we did 
find an unexpected main effect of Location over Score.  The Location grouping emphasizes a 
shared physical space, whether Ingroup or Outgroup, making the group more substantive than 
nominal.  Study 2 investigated this by adding other types of potentially nominal groups, and 
found that student response to a Location grouping was similar to that of Control reviewer that 
were not assigned to a group. It is possible--even likely—that a more substantive Location 
grouping (e.g., students at rival schools, or residents of different countries) would elicit 
Ingroup/Outgroup effects.  

10.5   Design Implications 

This project made headway in understanding the effect of disclosing features on effort spent 
helping peers. Although we hypothesized, based on social-psychological research, that an 
Ingroup/Outgroup effect may be easily elicited with any feature of similarity, this turned out not 
to be the case.  Features matter, and our results highlight the complicated effects of being 
grouped by Score.   
    The fact that we found similar effects in two different classes suggests that they might be 
generalizable to peer-review in a classroom/course setting.  In our study, although students took 
part in a physical class, students reviewed their peers anonymously online.  It remains to be 
tested how this would compare to peer reviews in a fully online classroom, or even other online 
forums such as stack exchange or Wikipedia, where formative feedback is encouraged.   In a 
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completely online setting, where location in space is not shared, emphasis on location would 
likely have an effect.   
    Ultimately, if disclosing features can reduce social distance between peers in reciprocal social 
computing tasks like peer review, then easy interventions may be put in place to increase 
learner-centered collaboration in online environments, where the goal is large-scale, high-
quality assessment.     
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